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Abstract
The geographic distribution of psychological constructs has long been an area of focus for psychological
researchers. Recently, however, there has been increased interest in investigations of the so-called
subnational distribution of psychological variables, which focus on localized groupings of individuals
within spatial units, such as counties or states. By estimating the subnational distribution of a given
outcome (e.g., estimating its state- or county-level means), researchers have been able to address
questions about the spatial variation of a variety of psychological constructs and investigate the regional
association between psychological phenomena and real-world outcomes, such as health outcomes,
prosocial behavior, and racial inequity. Unfortunately, however, there are many challenges to estimating
a construct’s subnational distribution, such as those raised by response biases and subnational sparsity.
To help psychological researchers address these issues, we provide a comprehensive discussion of
subnational estimation and introduce multilevel regression and poststratification (MrP), a method that is
widely considered to be the gold standard for subnational estimation with random samples. As psychol-
ogists often do not have access to large, national random samples, we also report 3 studies evaluating
MrP’s performance under simulated and real-world conditions of sample biases. Ultimately, we find that
MrP is likely to outperform the subnational estimation methods that psychological researchers currently
use. Based on this, we suggest that psychologists interested in understanding how psychological
phenomena vary below the nation level use MrP to conduct these investigations. To help facilitate this,
we have made all code and data used for the reported studies publicly available.

Translational Abstract
The geographic distribution of psychological constructs has attracted increasing interest among psycho-
logical researchers. Relying on these and other data, psychologists have been able to not only address
novel questions about the spatial variation of psychological constructs but also investigate the regional
association between psychological phenomena and real-world outcomes, such as outcomes associated
with health, prosocial behavior, and racial inequity. Unfortunately, there are many challenges to
estimating a construct’s regional distribution—so-called subnational estimation—and these challenges
are exacerbated by issues of nonrepresentativeness and geographic sparsity. In this work, we provide a
comprehensive discussion of major obstacles for subnational estimation and introduce readers to
state-of-the-art approaches that rely on multilevel regression and poststratification (MrP) to deal with
these obstacles. We also present a novel evaluation of MrP and extensions of MrP under conditions of
sample size and response bias via simulations (Study 1) and application to real-world data obtained from
a large convenience sample (Study 2). Finally, we investigate how estimated associations between an
estimated county-level outcome—racial bias—and a secondary outcome—Barack Obama’s 2008 county-
level Presidential vote share—vary depending on the method used for subnational estimation (Study 3).
In addition to offering a comprehensive introduction to cutting-edge methods for subnational estimation,
this work provides strong evidence for the necessity of incorporating more sophisticated techniques for
subnational estimation into studies of the geographic distribution of psychological phenomena.

Keywords: subnational estimation, geographic psychology, multilevel regression and poststratification,
response bias, project implicit
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The subnational distributions of psychological constructs are
attracting increasing interest in the psychological literature where,
for example, outcomes such as well-being or racial bias are being
studied within smaller units such as states or counties. Such
research relies on what is referred to as subnational estimation,
which involves estimating the population distribution of a con-
struct across a set of subnational units using samples of data drawn
from those units. While subnational estimation is a relatively new
approach to psychological research, it is relevant to any psychol-
ogist who is interested in working with estimates at smaller, more
localized levels like the state-, county-, or city-level, as opposed to
larger national or international levels.

By studying a construct’s subnational variation, researchers can
learn about its stability, relationships with covariates, and re-
sponses to naturally occurring perturbations. For example, a grow-
ing body of literature has identified systematic subnational geo-
graphic covariance among personality traits (Allik et al., 2009;
Rentfrow, Gosling, & Potter, 2008; Rentfrow, Jokela, & Lamb,
2015) and between personality and other outcomes, such as life-
satisfaction (Jokela, Bleidorn, Lamb, Gosling, & Rentfrow, 2015),
liberalism (Rentfrow et al., 2015; Rentfrow, Gosling, et al., 2013),
cancer (McCann, 2017b), volunteering (McCann, 2017a), work
satisfaction (McCann, 2018), and economic resilience (Obschonka
et al., 2016). Recent research has also provided evidence that the
congruence between a person’s personality and the dominant per-
sonality traits in their region is associated with their subjective
well-being (Götz, Ebert, & Rentfrow, 2018). In other work, re-
searchers have begun exploring the county-level distribution of
moral values in the United States (Hoover, Zhao, & Dehghani,
2018).

Another burgeoning line of work has focused on the subnational
distribution of racial bias and its association with indicators of
racial inequity. Studies in this area have identified links between
county-level implicit bias against Blacks and the Black-White
infant mortality gap (Orchard & Price, 2017), Black’s death-rates
(Leitner, Hehman, Ayduk, & Mendoza-Denton, 2016a, 2016b),
exposure to racial out-groups (Rae, Newheiser, & Olson, 2015),
disproportionate use of lethal force against Blacks in policing
(Hehman, Flake, & Calanchini, 2017), and racial disparities in
school-based disciplinary actions (Riddle & Sinclair, 2019). While
researchers have long speculated that such associations exist, they
have remained difficult to assess quantitatively. However, by
focusing on subnational variation in target outcomes, researchers
have been able gain novel insight into the relationships between
psychological phenomena and real-world outcomes.

Unfortunately, some of the approaches to subnational estimation
that are most widely employed in the psychological literature do
not adequately address the methodological challenges of subna-
tional estimation. At worst, these approaches can yield completely
invalid estimates and inferences. Specifically, the methods most
widely used either inadequately address or wholly neglect issues of
subnational sparsity and representativeness. A sample exhibits
subnational sparsity when, for some subnational units, data is
missing or Ns are very small. Similarly, a sample exhibits subna-
tional nonrepresentativeness when the data representing some sub-
national units is not representative. If these issues are not ad-
dressed, subnational estimates may be unreliable, biased, and (or)
completely invalid.

In this work, we review these issues and discuss methods that
have been developed to address them. While some of these meth-
ods, such as poststratification (Gelman & Little, 1997; Little, 1993;
Lohr, 2009) have been used in the psychological literature (Lee-
mann & Wasserfallen, 2017; Leitner et al., 2016a; Obschonka et
al., 2016; Orchard & Price, 2017), others, such as raking (Deville,
Särndal, & Sautory, 1993; Kalton & Flores-Cervantes, 2003),
multilevel regression and poststratification (MrP; Gelman & Little,
1997; Park, Gelman, & Bafumi, 2004), and multilevel regression
and synthetic poststratification (MrsP; Leemann & Wasserfallen,
2017) are not as well-known to psychological researchers. Each of
these methods constitute an approach to survey adjustment that can
be used to address subnational sparsity and nonrepresentativeness.
We provide an overview of these approaches and discuss their
strengths and weaknesses.

More specifically, however, we propose that MrP and its more
recent variants will be particularly useful for psychologists inter-
ested in subnational investigations of psychological phenomena.
MrP offers a model-based approach to obtaining subnational esti-
mates for a given outcome, such as state-level estimates of public
opinion (Krimmel, Lax, & Phillips, 2016) and voter behavior
(Gelman, 2014), county-level estimates of racial bias (Riddle &
Sinclair, 2019), or city-level estimates of health outcomes (Y.
Wang et al., 2018). In contrast to methods like poststratification
and raking (see below for discussion of these methods), MrP relies
on a hierarchical response model which helps improve estimation
accuracy via partial-pooling or smoothing (Park et al., 2004).
Accordingly, a researcher interested in studying racial bias, for
example, could apply MrP to data from Project Implicit in order to
derive estimates of state- or county-level racial bias. Through the
application of MrP, these estimates would be stabilized due to
partial-pooling as well as adjusted for response biases via the
application of poststratification. MrP has become increasingly
popular and is now considered the gold standard for estimating
subnational political preferences (Caughey & Warshaw, 2019;
Leemann & Wasserfallen, 2017; Selb & Munzert, 2011). Recent
work has also demonstrated that MrP can even generate surpris-
ingly accurate subnational estimates from nonrandom and nonrep-
resentative data (W. Wang, Rothschild, Goel, & Gelman, 2015).
Further, it has been shown to outperform the methods more com-
monly used in psychological research, such as and disaggregation
(Erikson, Wright, & McIver, 1993)—merely calculating region-
specific sample means—and poststratification (Park et al., 2004).

However, previous comparative evaluations of MrP have found
that it offers diminishing returns as sample sizes increase (Buttice
& Highton, 2013; Hanretty, Lauderdale, & Vivyan, 2016; Lax &
Phillips, 2009), suggesting that when enough data is available,
more simple approaches like disaggregation may perform compa-
rably. These evaluations, however, were conducted with randomly
sampled, nationally representative data and thus cannot necessarily
be generalized to the kinds of large, but also nonrandom and biased
data (e.g., data collected via Project Implicit, MyPersonality, or
YourMorals.org) that psychological researchers often work with
today.

Accordingly, in addition to providing a detailed introduction to
MrP and some of its recent modifications, we also report results
from three new studies investigating its comparative performance
under conditions similar to those faced by psychological research-
ers. Specifically, these studies address the following questions:
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1. Under simulated conditions of sampling bias caused
by unrepresentative sampling, how does MrP perform
(Study 1)?

2. Given a large, unrepresentative, nonrandom sample, how
does MrP perform compared to other methods of subna-
tional estimation (Study 2)?

3. Given a large, unrepresentative, nonrandom sample, do
downstream inferences about the relationship between
subnational estimates and a secondary construct vary
depending on the method used to obtain subnational
estimates (Study 3)?

In Study 1, we address the first question via a large-scale
Monte-Carlo simulation that we use to estimate the accuracy and
bias of subnational MrP estimates under varying levels of nonrep-
resentativeness and sample size. While simulation necessarily re-
quires making simplifying assumptions about data generating
processes, this study provides new information about MrP’s per-
formance under conditions of varying bias and sample size.

Next, in order to better understand how MrP performs under
these conditions when applied to real data, we rely on large-scale
data obtained from Project Implicit (Xu, Lofaro, Nosek, & Green-
wald, 2013) to generate county-level estimates of the rate of
Catholic adherence using MrP as well as a range of other methods.
While the county-level rate of Catholic adherence may not be of
particular psychological interest, focusing on this variable allows
us to directly evaluate estimation accuracy and bias, as a reason-
able approximation of “ground-truth” (the true rate of Catholic
adherence) is available via the 2010 U.S. Religious Census (Gram-
mich, 2012).

Finally, in Study 3, we investigate how inferences about the
relationship between Barack Obama’s 2008 General Election
county-level vote share and county-level White racial bias against
Blacks vary depending on the method used to estimate county-
level racial bias. Previous research has found a negative associa-
tion between intent to vote for Obama and both explicit and
implicit racial bias (Greenwald, Smith, Sriram, Bar-Anan, &
Nosek, 2009). Given this, a question of presumable interest might
be whether this association exists at the county-level. Importantly,
however, our goal in this study is not to provide evidence for or
against such an association, but rather to investigate how infer-
ences vary depending on the method used to obtain estimates of
county-level racial bias. That is, in this study, we sought to
determine whether the method of estimation—in this particular
context—had substantive implications for the kind of downstream
analyses psychologists might be interested in conducting.

Overall, our aim in this work is to introduce psychologists to
subnational estimation, highlight its challenges, and provide ac-
tionable information regarding how these challenges can and
should be addressed. In our empirical work, we provide evidence
via simulation and analysis of real data that, under conditions of
subnational sparsity and (or) nonrepresentativeness, MrP can im-
prove the accuracy of subnational estimates, regardless of sample
size. Further, we also demonstrate that downstream inferences
about the relationship between county-level estimates and a sec-
ondary county-level outcome can vary substantively depending on
the method of estimation. Finally, we also provide all of the code

and data used for these studies at https://osf.io/8javp/ that readers
can more easily apply these methods or use our estimates in their
own research.

Subnational Estimation

Overview

Subnational estimation of a variable involves obtaining esti-
mates of population parameters, such as means or medians, for
subnational areas that fall below the nation level, such as states,
provinces, counties, or districts. For example, the problem of
estimating state-level means for extroversion, explicit racial bias,
or well-being are all problems of subnational estimation. Subna-
tional estimation is neither inherently difficult nor complicated. As
is the case with many problems of estimation, access to sufficient
data renders the problem trivial. For instance, estimating U.S.
state-level explicit racial bias would be simple if one had a suffi-
ciently large random sample of racial bias measurements drawn
from each state. With such data, subnational estimates of explicit
racial bias could simply be obtained by calculating the distribution
of means for each state.

Unfortunately, researchers rarely have access to such data due to
the cost and difficulty of collecting sufficiently large random
samples from multiple subnational areas. Accordingly, various
methods are used in order to facilitate the derivation of subnational
estimates from less-than-ideal data. In the psychological literature,
the methods most frequently used for subnational estimation are
disaggregation (Erikson et al., 1993) and poststratification
(Gelman & Little, 1997; Lohr, 2009). Below, we review these
approaches to subnational estimation and discuss two other ap-
proaches that are less well-known to psychological researchers,
raking (Deville et al., 1993; Kalton & Flores-Cervantes, 2003) and
MrP (Park et al., 2004).

Disaggregation

As noted above, subnational estimation of a variable, such as
explicit racial bias, is trivial when a sufficiently large random
sample of the variable is available for each subnational unit. With
such data, population estimates of the target variable’s subnational
means can simply be estimated via the subnational sample means,
a procedure often referred to as “disaggregation.” Further, while
such data is rarely directly available, it can, in some cases, be
approximated by combining data from multiple nationally repre-
sentative surveys into a single data-set and then segmenting or
“disaggregating” the data into the desired level of analysis (Erik-
son et al., 1993). Population estimates of the target variable’s
subnational means can then be simply estimated via the disaggre-
gated sample means.

This approach hinges on the premise that combining multiple
random and nationally representative samples will eventually pro-
duce a supersample that is sufficiently representative at the tar-
geted subnational level. However, while it is asymptotically valid,
in many instances it is not a viable option. While it may be possible
to construct a sufficient supersample for a small set of constructs
for which data is frequently collected, this is often not the case for
constructs excluded from that set, such as personality inventories
and measures of explicit and implicit attitudes. Further, depending
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on the level of geographic analysis, it may not be possible to
assemble a supersample for even the most widely collected vari-
ables. Consider, for example, that moving from a U.S. state-level
analysis to a county-level analysis increases the number of spatial
units by a factor of approximately 60; thus, data deemed sufficient
for a disaggregated state-level analysis would need to be expanded
by roughly the same factor to provide comparable coverage for a
county-level analysis.

An even more pressing problem for disaggregation is its inabil-
ity to address response biases and failures in randomization. If
certain segments of the target population over- or underrespond,
disaggregated estimates will be biased (Holt & Smith, 1979; Lax
& Phillips, 2009; Little, 1993) even if they are derived from an
infinite sample (Pew Research Center, 2018).

Poststratification

To address issues of response bias or nonrepresentativeness,
researchers employ a range of techniques that aim to adjust a
sample so that it reflects known population characteristics. For
instance, the proportion of people in a sample who fall in certain
age bracket, report a given sex, or perhaps are characterized by
some combination of these variables may not match the population
proportions for these demographic characteristics. One way to
account for this mismatch between sample demographic propor-
tions and population demographic proportions is to calculate sam-
ple weights that can be used to weight respondents so that the
weighted sample demographic proportions match the population
demographic proportions.

One approach to calculating sample weights is “poststratifica-
tion” (Gelman & Little, 1997; Lohr, 2009), which, in the psycho-
logical literature, has most frequently been used to adjust for age
and gender (e.g., see Leemann & Wasserfallen, 2017; Leitner et
al., 2016a; Obschonka et al., 2016; Orchard & Price, 2017).
Poststratification is generally implemented as follows. The first
step is to select a set of demographic variables, often referred to as
auxiliary variables, for which adjustments will be made. Generally,
auxiliary variables should be selected depending on whether the
target variable (i.e., the variable for which subnational estimation
is conducted) varies over their levels. For instance, age and sex
might be selected as auxiliary variables for the subnational esti-
mation of well-being. Conceptually, these auxiliary variables are
used to “poststratify” sample respondents into a set of demo-
graphic categories or cross-classifications. That is, the auxiliary
variables age and sex can be used to poststratify sample respon-
dents into discrete demographic bins that each represent a unique
combination of age and sex. By convention, we refer to these as
demographic cross-classifications or “poststrata.”

Finally, the population estimate of a target variable, such as
well-being, within a given subnational area can be estimated as the
weighted mean of the poststrata sample means �u[l],j, where the
weights reflect the demographic population proportions corre-
sponding to the poststrata within the subnational unit. Here, �u[l],j

refers to the poststrata sample mean � for poststratum j located
within subnational area l of upper-level area u. For instance, under
this notation convention, j might refer to the poststratum combi-
nation of age and gender and u[l] might index counties nested in
states.

Note that under this approach, the poststratified mean for a
given subnational unit is a function of the poststrata sample means
within that subnational unit. That is, the poststratified subnational
estimate for a given subnational area is based exclusively on the
data sampled from that subnational area. Accordingly, this ap-
proach minimally requires nu[l],j � 0, where nu[l],j represents the
sample size n for poststratum j located in subnational area l in
upper-level area u. Accordingly, nu[l],j � 0 simply states that there
must be at least one sample respondent for each sample poststrata
within each subnational area. However, it is generally preferable to
have larger sample sizes, such as nu[l],j � 50, in order to minimize
the effects of sampling error.

To summarize, subnational estimates of a target variable Yu[l]

can be obtained via poststratification by selecting a set of auxiliary
variables; calculating the means �u[l],j of the poststrata j within
each subnational area u[l]; and finally calculating the weighted
mean of �u[l],j, where weights pu[l],j represent the population
proportion of poststratum j in subnational area u[l]:

Yu[l] � �
j�1

j�J

pu[l],j�u[l],j, (1)

for each poststratum j � j � 1, . . . , j � J.
Importantly, poststratification adjustment procedures vary sub-

stantially in complexity. For instance, it is often desirable to select
multiple auxiliary variables, with age, gender, race, and education
being the most used set. However, adding auxiliary variables
can dramatically increase the number of demographic cross-
classifications, particularly considering that they are crossed with
subnational units. For example, poststratifying on three-level age
and education and two-level gender would produce 18 demo-
graphic cross-classifications, which themselves are nested in sub-
national units. For a state- or county-level analysis, this approach
would yield approximately 18 � 50 � 900 or 18 � 3,007 �
54,126 distinct participant cross-classifications and adhering to
a � 50 rule would require sample sizes of approximately 45,000 or
2.7 million, respectively.

To mitigate such exploding sample size requirements, poststrati-
fication can be reformulated so that estimates of the poststratum
means are pooled across subnational units. That is, rather than
estimating the mean for each poststratum within each subnational
unit—the no pooling approach—the poststratum means can be
estimated across all subnational units (Gelman & Little, 1997).
However, while unpooled poststratification risks high-standard
errors and inflated between-unit variation, pooled stratification
risks homogeneity and suppressed between-unit variation.

Raking

In addition to issues of sparsity within poststrata cells, an-
other challenge that often complicates poststratification is the
difficulty of obtaining population estimates for the cross-
classification of the auxiliary variables. In response to this
issue, methods such as raking (Deville et al., 1993; Kalton &
Flores-Cervantes, 2003) are often substituted for poststratifica-
tion. Whereas poststratification operates on the joint distribu-
tion of the auxiliary variables, raking operates on their marginal
distributions, such that sample weights are derived by itera-
tively adjusting the marginal distributions of the auxiliary sam-
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ple variables to match the population marginal distributions.
For example, raking over age and education at the state-level
would involve weighting respondents within each state so that
the weighted distribution of their ages matches the known
marginal state-level distribution of age. The same procedure
would then be applied to education and if this reweighting
interferes with the age alignment, it would be reapplied to age.
This iterative reweighting process would be repeated until the
marginal distributions of the auxiliary variables match their
known marginal distributions within some a priori range of
error.

Raking can considerably expand the pool of viable auxiliary
variables, compared with poststratification. However, the fine-
grained information encoded by the full join-distribution is lost
and this can negatively impact estimates. To mitigate this loss of
information, raking can also be conducted over some subset of the
cross-classifications of the auxiliary variables. However, as with
poststratification, this introduces additional data requirements:
the distribution for the chosen cross-classifications must be known
and sufficient sample data must be available for each cross-
classification category, otherwise estimates may be wildly inaccu-
rate (Gelman, 2007).

Multilevel Regression and Poststratification

While poststratification and raking remain viable approaches
to survey weighting, a more recently developed method, mul-
tilevel regression and poststratification (MrP; Gelman & Little,
1997; Park et al., 2004), has become increasingly popular and is
now considered the gold standard for estimating subnational
political preferences (Leemann & Wasserfallen, 2017; Selb &
Munzert, 2011). For example, it has been used in subnational
studies on legislative responsiveness to constituent opinion
(Kastellec, Lax, Malecki, & Phillips, 2015; Krimmel et al.,
2016), regional variations in environmental opinions (Fowler,
2016; Howe, Mildenberger, Marlon, & Leiserowitz, 2015), and
the relationship between income and political preferences
(Gelman, 2014). In contrast to conventional poststratification,
in which sample weights are applied directly to the sample means
for each poststratum, MrP involves applying sample weights to
estimates of poststratum means derived from a hierarchical model
fit to individual-level data (Lax & Phillips, 2009; Park et al.,
2004). Subnational means are then estimated as the population-
weighted mean of these predicted poststratum means.

The primary advantage conferred by MrP arises from how
poststratum means for a given outcome are estimated. First,
individual-level responses are modeled as a hierarchical, or mul-
tilevel, function of demographic auxiliary variables, subnational
geographic indicators, and contextual factors (Lax & Phillips,
2009; Park et al., 2004). For example, an individual i’s response yi

on a measure of explicit racial bias, could be estimated as a
function of their age, level of education, and subnational unit
(SNU; e.g., county), and contextual factors X (e.g., associated)
with their subnational unit (e.g., county-level Democratic vote
proportion, median income, proportion of population living in
poverty, etc.):

yi � �0 � �a[i] � �e[i] � �c[i]

�a � N�0, �a
2�, for a � 1, . . . , A

�e � N�0, �e
2�, for e � 1, . . . , E

�SNU � N��ULU[SNU] � �Xc, �SNU
2 �, for SNU � 1, . . . , SNU

�ULU � N�0, �ULU
2 �, for ULU � 1, . . . , ULU.

(2)

In the above model, the effects of the auxiliary variables age,
�a[i], and education, �e[i], are modeled as random effects (Gelman
& Hill, 2006; Raudenbush & Bryk, 2002; Steenbergen & Jones,
2002), such that they are assumed to be generated from a normal
distribution with � � 0 and variance �2. Further, the effect of
subnational unit, �SNU, is modeled as a normally distributed ran-
dom effect, conditional on SNU-level contextual factors and the
upper-level unit that it is nested in. Finally, the effect of upper-
level unit, �ULU, is modeled as an unconditional random effect.

After modeling individual-level measurements of the target con-
struct, the next step in MrP is to use the trained model to generate
predictions �aeSNU for each cross-classification of the auxiliary
variables age and education, conditional on subnational location
and contextual factors. Thus, in the case of this example, for each
subnational unit, a prediction is made for each combination of the
levels of age and education. That is, the model is used to estimate
the average response for a person of age a with level of education
e who lives in subnational unit SNU, for all combinations of a �
1, . . . , A, e � 1, . . . , E, and c � 1, . . . , C.

Finally, poststratification proceeds similar to as discussed
above: subnational means Ȳc

MrP are estimated by summing over the
products of the predicted means and population proportions for
each cross-classification of age and education:

Ȳc
MrP � �

a

A

�
e

E

PaeSNU�aeSNU (3)

where, PaeSNU is the proportion of people in subnational unit �
SNU of age � a with education � e and �aeSNU is the predicted
outcome for the same cross-classified group.

All together, this approach helps address issues driven by data
sparsity with regard to both subnational units and poststrata cells.
Even if there are no observations for a particular county, its effects
can still be estimated as a linear combination of demographic
effects, its contextual variable scores, and the effects for the other
counties in its state. Further, if a given poststratum cell contains
few observations (e.g., if the data happens to contain few mea-
surements for women who are over 65 years of age and have not
attended college), hierarchical smoothing helps stabilize the esti-
mates for this poststratum cell. This robustness to sparsity makes
it possible to include more relevant auxiliary variables, which can
further improve estimates (Gelman, 2007).

Another notable benefit of MrP is that it is easy to expand the
predictive model to exploit known or expected effects. For exam-
ple, interactions between auxiliary variables can also be estimated
and/or the effects of auxiliary variables can be permitted to vary
across spatial units, such as regions, which would constitute a
so-called random slopes model (Raudenbush & Bryk, 2002).

However, while MrP offers notable advantages, evaluations of
its performance highlight that designing a MrP model requires
careful thought (Buttice & Highton, 2013; Hanretty et al., 2016;
Lax & Phillips, 2009), as its capacity to capture regional variation
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in an outcome depends on the variance that the predictive model
explains. Both Buttice and Highton (2013) and Hanretty, Lauder-
dale, and Vivyan (2016) emphasize that well-chosen contextual
variables are essential for MrP estimation, finding that MrP models
with poor or unrelated contextual variables may not perform well.
Further, it should be noted that the variables traditionally used in
MrP models—such as presidential vote share—may not offer be as
predictive when modeling psychological outcomes. Accordingly,
it is important that contextual variables are not chosen based on
convention but rather for their association with the target variable.

Similarly, poststratification variables should not be chosen ar-
bitrarily, but rather with attention to the goal of explaining as much
variance in the outcome as possible. That said, it is worth noting
that we are not aware of any evidence suggesting that a weak MrP
model will yield worse estimates than disaggregation or poststrati-
fication.

Multilevel Regression and Synthetic Poststratification

While demographic poststratification variables should be cho-
sen in order to maximize explained variance in the outcome, there
is a strong constraint on whether a variable is eligible for being
chosen: the joint distribution of the poststratification variables’
cross-classifications must be known. This has been a major obsta-
cle for MrP estimation, because subnational joint distributions are
not available for many combinations of variables (Leemann &
Wasserfallen, 2017).

To address this issue, Leemann and Wasserfallen (2017) re-
cently introduced a procedure for conducting MrP with an esti-
mated, or as they call it synthetic, poststratification joint distribu-
tion, which they derive from marginal distributions. They provide
evidence that their method, multilevel regression and synthetic
poststratification (MrsP; Leemann & Wasserfallen, 2017), per-
forms better than raking, and comparably to or better than MrP
(Leemann & Wasserfallen, 2017), depending on the predictive
value of the added auxiliary variable (see Appendix or Leemann &
Wasserfallen, 2017 for a detailed discussion of simple and adjusted
MrsP).

To generate synthetic poststratification joint distributions, Lee-
mann and Wasserfallen (2017) propose two approaches, which
they refer to as “simple MrsP” and “MrsP with adjusted synthetic
joint distributions.” Under simple MrsP, synthetic joint distribu-
tions are calculated merely as the product of the poststratification
variables’ marginal distributions. For example, if only the county-
level marginal distribution of age and education is known, their
county-level simple synthetic joint distribution would be estimated
as the product of their county-level marginal distributions. Impor-
tantly, the same approach can be used to extend a known demo-
graphic joint distribution to include other demographic variables
for which only the marginal distribution is known. For example, if
both the county-level joint distribution of age and gender and the
county-level marginal distribution of education are known, their
synthetic joint distribution could be estimated as the product of the
joint and marginal distributions.

However, a notable short-coming of simple MrsP is that the
estimated joint distribution will only be correct when the auxiliary
variables are independent. As they diverge from independence, the
synthetic joint distribution becomes a less accurate (Leemann &
Wasserfallen, 2017). Accordingly, while Leemann and Wasser-

fallen (2017) find that errors in the synthetic joint distribution do
not necessarily induce errors in poststratified, subnational esti-
mates, they also propose a procedure for adjusting synthetic joint
distributions. The goal of this adjustment procedure, or “adjusted
MrsP,” is to encode any available knowledge about the true joint
distribution in the synthetic joint distribution. That is, rather than
simply estimating the synthetic joint distribution of age, gender,
and education as the product of the joint distribution of Age �
Gender and the marginal distribution of education, adjusted MrsP
would involve using external data (e.g., from a nationally repre-
sentative survey) to adjust the simple synthetic joint distribution to
reflect known correlations between age, gender, and education (see
Appendix or Leemann & Wasserfallen, 2017 for a more detailed
discussion of simple and adjusted MrsP).

Regardless of whether simple or adjusted synthetic joint distri-
butions are used, after calculating the synthetic joint distribution,
MrsP follows the same procedure as MrP. That is, a hierarchical
model predicting individual-level responses is estimated, this
model is used to generate predictions for each poststratum cell, and
these predictions are weighted by their corresponding population
weights. The only difference is that the population weights repre-
sent a synthetic joint distribution.

Study 1

Previous evaluations of MrP have found that it offers diminish-
ing returns, compared with disaggregation, as sample sizes in-
crease. For instance, Lax and Phillips (2009) found that disaggre-
gation and MrP performed comparably with a sample size of
approximately 14,000 in a state-level analysis with 49 states.
However, this convergence in performance is contingent on the
sample being representative, because, as sample size is increased,
a representative sample systematically approaches the population.

In contrast, when a sample is not representative (e.g., due
response biases), increasing the sample size does not necessarily
yield a more precise approximation of the population. For exam-
ple, if a particular population segment is not represented in a
sample, estimates for subnational units populated by that segment
may be biased and the degree of that bias will partly depend on the
population portion of that segment. Under such conditions, the
performance of disaggregation and MrP will still move toward
convergence as sample sizes increase as, after all, an exhaustive
sample would be equivalent to the population. However, this
convergence will be inhibited by the degree to which the sample
departs from representativeness.

To better understand this process, in this study, we investigate
the results of Monte Carlo simulations (Mooney, 1997) in which
disaggregation and MrP estimates are compared under different
conditions of sample size and response bias. Here, our focus is
primarily on the performance of MrP as both sample size and bias
increase. Specifically, we focus on simulated sample sizes of
1,000, 10,000, 50,000, and 100,000 that are drawn from a subna-
tional area containing 400 regions. These sample sizes were se-
lected so that we could evaluate the relative performance of MrP
as a function of a sample size, where sample size ranges from what
would be considered a small sample for subnational estimation to
a size that would be considered relatively large. Notably, some
recent subnational investigations of psychological phenomena
have used samples an order of magnitude larger than our largest
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simulated sample size. However, these investigations were con-
ducted at the county-level and thus focused on a subnational area
containing more than 3,000 subnational units. To roughly approx-
imate the ratio of these orders of magnitude while also maintaining
computational feasibility, we selected 100,000 as our largest sim-
ulated sample size. Finally, in this simulation, we include disag-
gregation estimates as a performance baseline, but do not include
other estimation methods, such as disaggregation combined with
poststratification or raked weights. Instead, we report a more
comprehensive evaluation of relative performance on real-world
data in Study 2.

Method

Our Monte Carlo simulation is structured as follows. First, a
population of respondents is generated over a grid of 400 subna-
tional units. Specifically, over the grid of units, marginal distribu-
tions of demographic characteristics are sampled for three demo-
graphic variables: one two-level, 	1 variable and two three-level
variables, 	2 and 	3. Then, constrained by these marginal distri-
butions, demographic characteristics are assigned to simulated
respondents within each subnational unit. Thus, each respondent is
associated with a specific level of each 	d, for d in d � 1, 2, 3.

Then, given the generated population, a set of population
weights are randomly drawn. These weights consist of linear
effects (i.e., model parameters) for the demographic and contextual
factors, a random subnational unit effect, and individual-level
error. These population weights are used to generate values for the
response variable Yl[i].

Next, samples of sizes S � (1,000, 10,000, 50,000, 100,000) are
drawn from the population for each of three degrees of response
bias. To simulate response bias, respondents are drawn with spec-
ified probabilities for each level of one of the three-level demo-
graphic variables. Specifically, three different degrees of bias are
examined: p � (1/3,1/3,1/3), p � (0.4, 0.35, 0.25), and p � (0.70,
0.2, 0.1). Further, to simulate random residual response-bias at the
subnational unit level, response probabilities are randomly as-
signed to each subnational unit, which makes responses from some
units more likely than others. Finally, given a drawn sample,
disaggregation and MrP estimates of unit means are obtained and
root mean squared error and bias are calculated.

For this study, three populations (Ns � 10,000,000) were sim-
ulated. Then, for each population, 50 sets of population weights
were sampled. Finally, for each combination of the four sample
sizes and three levels of response bias, 100 samples were drawn.
This yielded a total of 180,000 iterations, or 15,000 iterations for
each combination of sample size and response bias. These settings
were chosen in order to minimize uncertainty while also maintain-
ing reasonable computational cost. For a detailed description of the
data generating process, please see Study 1 Data Generating Pro-
cess in the online supplemental material.

Results

For each sample drawn within our simulation framework, dis-
aggregation and MrP estimates were obtained and used to calculate
root mean square error (RMSE) and bias. To evaluate the perfor-
mance of these methods as a function sample size and response
bias, we estimated the mean RMSE and bias for each method
within each combination of sample size and response bias across
samples, population weights, and populations.

As expected, per previous findings, under conditions of low
response bias, the performance of disaggregation quickly con-
verges with that of MrP (see Table 1 and Figure 1). For example,
with samples of 100, disaggregation’s expected RMSE (X̄ � 0.59,
�̂ � 0.04) was 0.22 higher than MrP’s (X̄ � 0.37, �̂ � 0.04).
However, increasing the sample size to only 1,000 considerably
reduced this gap, such that disaggregation’s expected RMSE (X̄ �
0.18, �̂ � 0.01) was 0.05 higher than MrP’s (X̄ � 0.13, �̂ � 0.01).
Further, with samples of 10,000, disaggregation’s expected RMSE
(X̄ � 0.06, �̂ 
 0.01) was only about 0.015 higher than MrP’s
(X̄ � 0.04, �̂ 
 0.01).

However, while the convergence of disaggregation and MrP’s
expected RMSE only decreases slightly under medium response
bias, under high response bias the convergence is attenuated con-
siderably. Further, our simulations suggest that as response bias
increases, disaggregation’s RMSE becomes more variable. Nota-
bly, this increase in variance is not observed for MrP.

Regarding the estimation bias of disaggregation and MrP, neither
method showed strong mean bias under any conditions (see Table 1
and Figure 1). However, the variances of their estimates of bias

Table 1
Mean RMSE and Bias by Sample Size and Bias

Sample size Bias

Mean RMSE Mean bias

Disaggregation MrP Disaggregation MrP

1,000 Low .594 (.04) .368 (.04) .001 (.03) 0 (.02)
1,000 Medium .595 (.04) .369 (.04) .009 (.04) .001 (.02)
1,000 High .61 (.04) .38 (.04) .022 (.11) 0 (.03)

10,000 Low .184 (.01) .129 (.01) 0 (
.01) 0 (
.01)
10,000 Medium .19 (.02) .13 (.01) .011 (.04) 0 (
.01)
10,000 High .245 (.05) .14 (.02) .031 (.13) 0 (
.01)
50,000 Low .08 (
.01) .058 (
.01) 0 (
.01) 0 (
.01)
50,000 Medium .091 (.01) .058 (
.01) .011 (.04) 0 (
.01)
50,000 High .16 (.06) .062 (
.01) .031 (.13) 0 (
.01)

100,000 Low .056 (
.01) .041 (
.01) 0 (
.01) 0 (
.01)
100,000 Medium .071 (.02) .041 (
.01) .011 (.04) 0 (
.01)
100,000 High .146 (.07) .044 (
.01) .031 (.13) 0 (
.01)

Note. MrP � multilevel regression and poststratification; RMSE � root mean square error.
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demonstrated starkly different patterns. Specifically, while, in the low
bias condition, the variance of both disaggregation and MrP’s bias
shrunk toward zero as sample size increased, this remained true only
for MrP as response bias was introduced. That is, as expected, under
conditions of response bias, increasing the sample size had virtually
no effect on the estimation bias of disaggregation.

Discussion

Previous evaluations of MrP suggested that the performance
disaggregation and MrP converges as sample size increases. How-
ever, these evaluations were conducted with representative sam-
ples. In this study, we show that this convergence is inhibited as
response biases are introduced to the sampling mechanism. Spe-
cifically, we found that under conditions of response bias, MrP
considerably outperformed disaggregation in terms of error and
bias, regardless of sample size.

However, it is important to interpret MrP’s superior perfor-
mance in these simulations in context. In any situation, MrP’s
performance will depend on the association between the out-
come and the variables selected for poststratification, the con-
textual factor(s), and the modeled residual hierarchical variance
(Buttice & Highton, 2013). Accordingly, the degree to which
MrP outperforms disaggregation is dependent on strength and
comprehensiveness of the MrP model. If a MrP analysis does
not include a strong contextual factor or it poststratifies on
demographic variables that explain very little variance in the
outcome, the estimates generated by the analysis will be worse
than those generated by a stronger MrP analysis. This means
that a weak MrP analysis may not substantively outperform
disaggregation, as performance depends on the quality of the

MrP model. We emphasize this not to suggest that disaggrega-
tion is a viable alternative to MrP, but rather to highlight the
importance of building a strong MrP model.

However, this raises the question of whether MrP will perform
when applied to real-world psychological data. Further, while the
current study provides evidence that MrP performs well under
response bias, it does not address MrP’s performance relative to
alternative approaches to survey adjustment, such as poststratifi-
cation and raking. We address these issues in the next study by
comparing real-world ground-truth to county-level estimates ob-
tained via application of MrP, MrsP, disaggregation, and raking to
real-world data.

Study 2

In the current study, we use disaggregation, poststratification,
poststratification with raking, MrP, and MrsP to obtain county-
level estimates of Catholic Adherence from data collected by
Project Implicit (Xu et al., 2013). We then compare these estimates
to ground-truth, which has been obtained from the 2010 U.S.
Religious Census (Grammich, 2012).

While we could have selected data from other sources for this
study, we chose to focus on Project Implicit data—specifically, their
Public IAT Racial Bias data—for two reasons. First, it exemplifies the
kind of large-scale data that can be collected via online, opt-in
collection strategies. Over 17 years of operation, Project Implicit has
collected millions of responses and it offers an unprecedented oppor-
tunity to examine subnational variations in racial bias and associations
between racial bias and secondary outcomes. Second, because of
these characteristics, these data have been increasingly used to esti-
mate subnational racial bias and we expect that such applications will

Figure 1. RMSE (A) and mean bias (B) as function of sample size and bias. Error bars represent 2.5th and
97.5th percentiles in simulation distribution. MrP � multilevel regression and poststratification; RMSE � root
mean square error.
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only become more popular in the future. As such, we believe that it is
particularly important to evaluate subnational estimates based on
these data using a variety of procedures.

To this end, we evaluate estimates obtained from five different
estimation procedures: (a) disaggregation, (b) disaggregation with
rates obtained via raking, (c) disaggregation with weights obtained
via poststratification and raking, (d) MrP, and (e) MrsP. Specifi-
cally, these methods are used to estimate the county-level rate of
Catholicism. We then evaluate estimate accuracy and bias via
RMSE and mean average bias (MAB).

Data

Project implicit data. The primary data used for this study
were responses to an item measuring religious affiliation which
was administered to participants in Project Implicit’s (Xu et al.,
2013) racial bias IAT survey from 2002–2013. This item, along
with items measuring participants’ age, level of education, sex,
race, and county were obtained from the 2002–2018 Public Racial
Bias IAT Open Science Foundation repository.1

2010 U.S. Religious Census. Ground-truth estimates of Cath-
olic adherents for 3,105 counties located in the contiguous U.S.
was obtained from the county-level 2010 U.S. Religious Census
(Grammich et al., 2010) data, which was downloaded from the
Association of Religion Data Archives http://www.thearda.com/
Archive/.

2011–2015 American Community Survey 5-year estimates.
To estimate county-level joint distributions, we rely on U.S. Census
data obtained from the 2011–2015 American Community Survey
(ACS) 5-year estimates and 2010 decennial U.S. Census data. We
also use these data to estimate county-level proportion of Blacks, Lati-
nos, people below the poverty line, proportion of population living in an
urban area, and population density. Census data was accessed using the
“tidycensus” (Walker, 2019) and “acs” R packages.

MIT election data. To estimate county-level 2016 Demo-
cratic vote proportion, we use data obtained from the MIT Election
Data and Science Lab (MIT Election Data & Science Lab, 2018).

Geographic data. County names, Federal Information Pro-
cessing Standard (FIPS) codes, and locations were determined
using data accessed via the “USAboundaries” R package (Mullen
& Bratt, 2017), which provides access to the U.S. Census Bureau’s
geographic database (U.S. Census Bureau, 2015).

Method

In this study, we estimate county-level Catholic adherence rates
using disaggregation, poststratification, poststratification and raking,
MrP, and MrsP. For our standard MrP estimates, age, gender, and race
are selected as poststratification variables, as these are directly avail-
able from the U.S. Census. In contrast, for our MrsP estimates, we
extend the poststratification variables to also include level of educa-
tion by calculating its adjusted synthetic joint distribution with age,
gender and race (Leemann & Wasserfallen, 2017).

Primary data preparation. Participants in the IAT Implicit
Race survey who reported religious affiliation and who were matched
to counties located in the contiguous U.S. (3,018) were selected for
analysis, N � 3,014,859. This yielded a data set with coverage of
3,088 counties (county N summary statistics: Mean � 976, Median �
114, SD � 3, 440). For the selected participants, race, age, sex, and

education was coded as follows: race � (Black, Hispanic, Other,
White); age � (18–29, 30–44, 45–64, 65�); sex � (female, male);
education � (high school graduate or less; some college through
bachelor’s degree; graduate degree).2 We selected these demographic
categories with the goal of minimizing the risk of sparsity while
maintaining as much demographic distinction as possible. That is,
selecting a more fine-grained set of races would allow for more
demographic distinction, but it would also increase sparsity as other
races were far less frequent in our sample. Finally, participants’
Catholic affiliation was represented as a binary indicator where “1”
indicates self-reported Catholic affiliation.

Secondary data preparation. Four contextual variables were
selected for the MrP and MrsP models: county-level Democratic
vote share for the 2016 Presidential election and the proportion of
Blacks, Latinos, people below the poverty line, population living
in an urban area, and population density. These variables were
selected based on a priori expectations about their potential asso-
ciation with racial bias against Blacks. That is, we expected racial
bias in a given area to be partially dependent on the areas Dem-
ocratic vote share, the racial composition of the area, the number
of people living below the poverty line, and the urban/rural status
of the area. These variables were all standardized prior to inclusion
in Mr(s)P models.

Disaggregation. We obtained disaggregated estimates of D
score yu[l] for county l located in region u simply by calculating the
sample mean for observations from county l:

ȳu[l]
1 �

�i
Nl yu[l],i

Nl
(4)

where yu[l],i represents response i from county u[l], Nl represents
the sample size for county u[l], and ȳu�l�

1 is the estimated mean for
county u[l] obtained via Method 1, disaggregation.

Poststratification and raking. In addition to simple disaggre-
gation, we also estimate two sets of poststratification weights and
use these to perform weighted disaggregation. The first set of
weights (Rake 1) were calculated via raking across the county-
level marginal distributions of age, sex, and race using the same
demographic levels as in the Mr(s)P models. To address issues of
poststratum cell sparsity, to generate the second set of weights
(Rake 2), we collapsed age into two levels (below/above 30 years
of age), race into three levels (White, Black, Other), and education
into two levels (no college/at least some college). These demo-
graphic collapses were selected in order to minimize sparsity—
which helps stabilize sample estimates—while also maximizing
demographic variety. Notably, the necessity of collapsing levels
and choosing which levels to collapse is one of the major obstacles
for poststratification and raking as there are no established guide-
lines for making these choices. We then performed a second raking
procedure across the joint distribution of the collapsed age and
race variables and the marginal distributions of gender and edu-
cation. For each set of weights, county-level estimates of Catholic
adherence were then generated via weighted disaggregation.

Raking was performed for each county based on the data present
in that county. Thus, counties with insufficient demographic cov-

1 https://osf.io/yn2g7/.
2 We did not discriminate between professional and non-professional

secondary degrees.
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erage (e.g., counties for which data was fully missing for a demo-
graphic cell) were dropped from analysis. Iterations were limited
to 1,000 and counties for which the raking procedure did not
converge were discarded. In this context, convergence failure is
typically caused by demographic sparsity and it indicates that
stable sample weights could not be derived. When raking is used
for nation-level analyses, it is common to identify the source of the
sparsity and remove it by collapsing additional demographic vari-
ables. Unfortunately, this is often not practical when raking is
applied to subnational estimation as this procedure would need to
be repeated for each subnational area for which convergence was
not reached. As an alternative, we exclude areas that did not reach
convergence. Importantly, this approach could introduce bias into
the distribution of subnational estimates, as counties for which
weights do not converge could be systematically different from
counties that do. However, for subnational estimation procedures
that involve thousands of subnational areas, conducting boutique
adjustments for each area is simply not practical. Raking was
implemented using the “survey” R package. (Lumley, 2004).

MrP. To estimate county-level Catholic adherence via MrP,
we modeled individual Catholic affiliation using a hierarchical
generalized linear model with a logit link estimated using the
“lme4” R package (Bates, Mächler, Bolker, & Walker, 2015). In
this model, age, race, and sex were included as demographic
variables, county, state, and division were included as geographic
levels, and county-level Democratic vote share for the 2016 Pres-
idential Election and the proportion of Blacks, Latinos, people
below the poverty line, population living in an urban area, and
population density were included as contextual factors.

These demographic variables were selected based on data avail-
able information from the U.S. Census. Further, we included
county, state, and division as geographic random effects in order to
maximize the benefits of partial pooling. In this design, the random
effect for a county with few respondents will be shifted toward the
intercept for the state containing the county. Similarly, state means
are assumed to be distributed around a random region intercept.
Accordingly, this three-level structure allows the model to reflect
potentially complex regional patterns across the U.S. Finally, we
selected our contextual factors based on a priori expectations about
their potential association with Catholicism. That is, we expected
the prevalence of Catholicism in a given area to be partially
dependent on the area’s Democratic vote share, the racial compo-
sition of the area, the number of people living below the poverty
line, the urban/rural status of the area, and the area’s density.

These variables were all standardized prior to inclusion in
Mr(s)P models. Specifically, we estimated the following model:

P(Y � 1) � logistic(	)
	 � �0 � �division:race[i] � �division:sex:age[i] � �state[i] � �county[i]

�division:race[i] � N�0, �a
2�, for

division : race � 1, . . . , Division 
 Race
�division:sex:age[i] � N�0, �e

2�, for

division : sex : age � , . . . , Division 
 Sex 
 Age
�county � N��state[county] � �Xc, �county

2 �, for

county � 1, . . . , County
�state � N�0, �state

2 �, for state � 1, . . . , State.

(5)

Specified using “lme4” this model would be:

glmer(y � 1 � . . . �

(1 | county)�
(1 | state)�
(1 | Division : race)�
(1 | Division : sex : age))

where “. . .” includes fixed effects for each contextual factor. That
is, we estimated random intercepts at both the county (N � 3,088)
and state (N � 48) levels. Further, demographic effects were
estimated as random intercepts crossed with division. Specifically,
a random intercept was estimated for each level of race within each
of the nine U.S. divisions. Similarly, the interaction of sex with age
was also crossed with division. Initially, we did not cross the
demographic effects with division; however, models estimated on
the full data set with this specification did not reach convergence
after many iterations. In contrast, we found that models that
crossed demographic effects with division converged relatively
quickly.

This model was then used to make predictions �county,j for each
cross-classification j of race, age, and gender within each county.
Finally, the poststratification step was implemented using the
county-level population joint distribution for race, age, and gender
estimated by the U.S. Census:

Ȳcounty � �
j

Pcounty,j�county,j. (6)

MrsP. MrsP estimates were obtained following exactly the
same procedure as for MrP. However, an additional random effect
for education was estimated. As in the MrP model, the random
effect for education was crossed with division.

To obtain poststratified estimates, we calculated the adjusted
synthetic joint distribution between the county-level joint distri-
bution of race, age, and gender and the county-level marginal
distribution of education. To inform the adjustment procedure, we
relied on national-level estimates of the full joint distribution of
these variables obtained from the U.S. Census. Using the adjusted
synthetic county-level joint distribution, poststratification was im-
plemented following the same procedure used for MrP.

Results

To evaluate the relative performance of each estimation method,
we used the rate of Catholic adherents reported by the 2010 U.S.
Religious Census (Grammich et al., 2010) to calculate RMSE and
MAB for each set of estimates (see Table 2). The results indicate
that both MrP (0.09) and MrsP (0.09) slightly outperform the
estimates obtained via disaggregation (0.12), raking over the mar-
ginal distributions of age, sex, and race (Rake 1; 0.10), and
collapsing the levels of the demographic variables and raking over
the joint distribution of age and race and marginal distributions of
sex and education (Rake 2; 0.10). Regarding the average bias of
the estimates, all estimates were slightly negatively biased, but the
MrP and MrsP estimates were slightly less biased than the esti-
mates obtained via disaggregation and the first raking procedure.

However, it is important to interpret these results relative to
county coverage. For example, while MrP and MrsP perform only
slightly better than the other methods, they offer complete cover-
age of the 3,105 counties for which ground-truth was obtained.
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While disaggregation also offered almost complete coverage, it
showed the worst performance in terms of RMSE and MAB.
Further, the raking procedure that preserved the original coding of
the demographic variables offered coverage of only 1,468 coun-
ties. While the procedure that collapsed the demographic variables
and included the joint distribution of age and race offered better
coverage, it still missed nearly 1,000 counties. Notably, if RMSE
is calculated for MrP and MrsP over only the counties covered by
the raking procedures, it drops to 0.08.

Finally, to evaluate the overall associations between ground-
truth and each set of estimates, we calculated their correlations and
plotted their lines of linear fit (see Figure 2). Notably, MrP (r �
.73) and MrsP (r � .74) were substantially more strongly corre-
lated with ground-truth, compared with the estimates obtained via
disaggregation (r � .59) and both raking procedures, Raking 1 r �
.62 and Raking 2 r � .65.

Discussion

These results suggest that even with an extremely large sample,
Mr(s)P can be used to obtain subnational estimates that are clearly
superior to methods that have been more widely used in the
psychological literature. Notably, while the Mr(s)P estimates only
slightly reduced error and bias, these improvements were achieved
over the full set of counties. In contrast, the other methods were
only able to generate estimates for a subset of counties. Further,
estimates obtained via Mr(s)P also showed substantially stronger
correlations with ground-truth.

That said, it should be noted that we only compared Mr(s)P
estimates to estimates derived from two different raking/poststrati-

fication procedures. Thus, it is certainly possible that, out of the
universe of possible raking configurations, a better performing
configuration may exist. Nonetheless, for both configurations we
sought to include as much information as possible while also
minimizing issues caused by demographic sparsity.

It is also notable that MrsP offered virtually no improvement in
performance, relative to MrP. This, of course, is a function of the
conditional relationship between the demographic variable added
for MrsP (education) and the outcome (Catholic affiliation). Sim-
ply put, in this case, adding education to the MrP model did not
improve its accuracy. Accordingly, in our view, depending on the
research context, researchers should still consider the possible
benefits of extending the poststratification joint distribution.

Ultimately, these results provide evidence that MrP should be
preferred for obtaining subnational estimates from large-scale con-
venience data. While other methods performed only slightly worse
in terms of error and bias, MrP offered better coverage of subna-
tional units and stronger correlations with ground-truth. Further, it
is worth noting that, in our experience, estimating a single MrP
model over a set of subnational units is considerably simpler and
allows far fewer researcher degrees of freedom than obtaining
sample weights via poststratification or raking because MrP does
not require the arbitrary collapsing of demographic categories.

Study 3

Results from the previous study indicated that Mr(s)P offered
both superior performance and better coverage of subnational
units, relative to unweighted disaggregation and weighted dis-
aggregation. However, in instances where prediction accuracy
is not the central focus, these results might raise the question of
whether it matters which estimation method is used. For exam-
ple, in psychology, researchers are often primarily interested in
obtaining county-level estimates of a given construct and then
drawing inferences about the association between this construct
and a second county-level outcome. In such situations, to what
extent might it matter which estimation procedure researchers
use?

In this study, we address this question by estimating the asso-
ciation between county-level implicit and explicit racial bias and
Barack Obama’s Presidential vote share in 2008. In addressing this
question, our goal is not necessarily to provide evidence for or
against an association between these constructs. Rather, we are
interested in how conclusions about this association might vary

Table 2
Performance Metrics for Estimates of County-Level
Catholic Adherence

Method RMSE MAB N Counties

Disaggregation .12 �.02 3,076
MrP .09 �.01 3,105
MrsP .09 �.01 3,105
Rake 1 .10 �.02 1,468
Rake 2 .10 �.01 2,155

Note. MAB � mean average bias; MrP � multilevel regression and
poststratification; MrsP � multilevel regression and synthetic poststratifi-
cation; RMSE � root mean square error.

Figure 2. Observed (y-axis) versus estimated (x-axis) county-level % Catholic for each estimation method. Points
represent counties. Correlation coefficient for predicted versus observed values shown in top right of each panel.
MrP � multilevel regression and poststratification; MrsP � multilevel regression and synthetic poststratification.
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depending on how county-level racial bias is estimated. Nonethe-
less, for the purposes of this study, we sought to test the following
hypothesis:

Hypothesis 1: Controlling for 2004 county-level Democratic
vote share, White’s implicit and explicit county-level racial
bias against Blacks should be negatively associated with
Barack Obama’s 2008 county-level Presidential vote share.

Data

The primary data used for this study were responses to the race
implicit association test (IAT) obtained from Project Implicit (Xu
et al., 2013) and collected between 2002 and 2017. The IAT relies
on a timed dual-categorization task that requires respondents to
evaluate pairings of White and Black faces and words referring to
“good” and “bad” things. An indication of racial bias (against
Blacks) occurs when a respondent more quickly categorizes words
representing “bad” things as bad when they are paired with a Black
face, compared with a White face, and when they are able to more
quickly categorize “good” words when they are paired with a
White face (Greenwald, Poehlman, Uhlmann, & Banaji, 2009).
Through repeated measures sampling across categorization trails,
the IAT permits the estimation of the so called D score, which
represents the difference in response latency. D scores range
from �2.0 to 2.0, where scores above 0 indicate a positive bias
toward White faces and a negative bias toward Black faces. Par-
ticipants who completed the Race IAT and who were located in a
county in the contiguous U.S. were retained for analysis, N �
1,704,789.

Explicit racial bias toward Blacks was measured �10 to 10 via
single item reflecting participants’ “warmth toward Blacks,” N �
1,091,841.

All other data sources were identical to those reported in Study 2.

Method

As in Study 2, we generated county-level estimates using un-
weighted disaggregation, MrP, MrsP, and two variations of
weighted disaggregation, where weights were calculated using a
combination of raking and poststratification. The MrP and MrsP
models were identical to those reported in Study 2, with the
exception that for this study racial bias was modeled as a contin-
uous random variable. For each method, estimates of both implicit
and explicit racial bias were obtained.

After obtaining estimates of county-level implicit and explicit
racial bias using each estimation procedure, we estimated separate
linear regression models in which Barack Obama’s 2008 county-
level Presidential vote share was regressed on either county-level
implicit or explicit racial bias. As controls, we also included John
Kerry’s 2004 county-level Presidential vote share as well as the
county-level proportion of Blacks, Latinos, people living in urban
areas, people living below the federal poverty line, density. Con-
trolling for these variables is essential as they are used in obtaining
the Mr(s)P estimates. All independent variables were standardized
in all models. We then examined the estimated coefficient for
either measure of racial bias across estimation methods.

Results

As expected, MrP and MrsP provided better county coverage
(see Table 3). Further, the smoothing effects of the hierarchical
model are evident in the reduced variance and more reasonably
minimum and maximum values of the Mr(s)P estimates, relative to
the other methods.

However, despite the reduced variance in the Mr(s)P models, for
both implicit and explicit racial bias the estimated association
between Barack Obama’s 2008 Presidential vote share was sub-
stantially stronger for the models that relied on the Mr(s)P esti-
mates (see Tables 4 and 5). For example, the association between
implicit racial bias and Barack Obama’s 2008 Presidential vote
share was estimated as b � �0.05%, SE 
 0.001, 95% CI
[�0.05, �0.042], indicating that a one SD increase in implicit
racial bias—as estimated via MrP—was associated with an ex-
pected 5% decrease in Obama’s county vote share. In contrast,
estimates obtained from other methods were substantially weaker,
though still statistically significant.

Across all models, the estimated effects for the control variables
were equivalent within rounding error at three decimal places (see
Table 6 for these estimates).

Discussion

Overall, these results clearly demonstrate that downstream in-
ferences based on county-level estimates can vary dramatically
depending on the method of estimation. Using the Mr(s)P esti-
mates, we observed a stronger association between racial bias and
Barack Obama’s, 2008 Presidential vote share; however, using
estimates obtained from the other methods, this association atten-
uated. Given our results in Studies 1 and 2 as well as other
literature on MrP, we would be generally more inclined to trust
inferences derived from MrP estimates as these can be reasonably
expected to be the most accurate. Importantly, in some cases, such
as when a large random sample is available, MrP may perform no
better than disaggregation. However, when such a sample is not
available or, further, when the available sample is subject to
various sources of sampling and response bias, MrP can provide a
more robust approach to obtaining subnational estimates, com-
pared to other approaches like disaggregation, raking, or poststrati-
fication.

Table 3
Summary of Subnational Estimation of Implicit Racial Bias for
Each Method

Method N Counties Mean SD Min Max

Implicit bias–Disaggregation 3,086 .33 .10 �.62 .99
Implicit bias–MrP 3,105 .36 .07 �.03 .45
Implicit bias–MrsP 3,105 .36 .07 �.03 .45
Implicit bias–Rake 1 1,612 .35 .11 �.37 .78
Implicit bias–Rake 2 2,270 .34 .14 �.48 1.02
Explicit bias–Disaggregation 3,073 .53 .63 �10.00 5.00
Explicit bias–MrP 3,105 .55 .34 �1.37 1.20
Explicit bias–MrsP 3,105 .56 .34 �1.39 1.19
Explicit bias–Rake 1 1,612 .52 .58 �4.38 5.97
Explicit bias–Rake 2 2,269 .47 .81 �5.83 6.09

Note. MrP � multilevel regression and poststratification; MrsP � mul-
tilevel regression and synthetic poststratification.
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However, it should also be noted that using MrP estimates to
estimate associations with secondary variables raises unique chal-
lenges. For example, given that the estimates are a function of the
contextual predictors in the MrP model, it is important to consider
if and to what extent an association between MrP estimates and a
secondary variable might be driven by masked associations with
the contextual variables. Here we attempt to account for this
possibility by including the variables used in the MrP model.
However, researchers who use MrP in such instances should
carefully consider these issues. Finally, it should be noted that MrP
does not resolve issues of causal direction (Caughey & Warshaw,
2019). That said, given the gains in accuracy and robustness to
sampling bias, in our view MrP is still likely one of the best
methods for obtaining subnational estimates which will then be
used in secondary analyses.

General Discussion

One of the primary difficulties for psychological research is
establishing connections between hypothesized constructs and
real-world phenomena. While psychologists are experts at simu-
lating phenomena in laboratory settings and developing indirect
(e.g., survey based) measures of target phenomena, establishing
external validity remains one of the primary challenges for psy-
chological research. While geographic studies of psychological
phenomena raise their own challenges, they also directly supple-
ment conventional approaches to psychological research. More
specifically, geographic approaches to psychological research of-
fer an opportunity to directly investigate the association between
psychological constructs and real-world outcomes (Rentfrow &
Jokela, 2016).

This is, of course, not a revelation, as cultural psychology
pioneered cross-cultural (e.g., international) studies decades ago.
However, early investigations of the geographic study of psycho-
logical outcomes were limited by focus on nation-level variation.
Recently, however, researchers have begun focusing psychological
constructs’ subnational variation and associations with target out-
comes. This work has yielded a number of important findings,
such as new evidence for the deleterious effects of racial prejudice
(Hehman et al., 2017; Leitner et al., 2016a; Orchard & Price, 2017;
Rae et al., 2015) and associations between personality and various
target outcomes (Götz et al., 2018; Jokela et al., 2015; McCann,
2017a, 2017b, 2018; Rentfrow et al., 2015), as well as insight into
the spatially structured patterning of personality (Jokela et al.,
2015; Rentfrow et al., 2015, 2008, 2013) and moral values
(Hoover et al., 2018).

However, while the subnational study of psychological con-
structs affords a range of exciting new opportunities for research,
it also raises a number of challenges that are not commonly
encountered or addressed in psychological research. In this work,
our goal was to offer a comprehensive introduction to state-of-the-
art methods, Mr(s)P, for addressing these challenges that have
been developed in other fields. Beyond this, we sought to evaluate
the performance of these methods under conditions similar to those
in which many subnational studies of psychological phenomena
have been conducted. Specifically, the methods reviewed in this
work were both designed for and have been most often applied to
relatively small, randomized, and representative samples. In con-
trast, psychologists today often find themselves working with
large, nonrandom, and nonrepresentative samples with nonuniform
subnational sparsity. Accordingly, in order to provide researchers
with an informed introduction to these methods, we addressed
several questions regarding the optimal approach to subnational
estimation under such conditions: (a) whether MrP offers improve-
ments in accuracy, compared with other methods, when applied to
very large samples; and (b) whether estimates obtained via MrP
yield different conclusions about associations with secondary vari-
ables, compared with estimates obtained via other methods.

Specifically, we found that MrP outperforms other commonly
used methods, including disaggregation, raking, and poststratifi-
cation, when applied to samples with response biases, even when
those samples contain 100,000 (Study 1) or more than three
million (Study 2) responses. In Study 1, we evaluated the differ-
ential performance of disaggregation—a simple but widely used
approach to small-area estimation—and MrP under varying con-
ditions of sample size and response bias. This study provided
strong evidence that under conditions of response bias, MrP dra-

Table 4
Estimated Conditional Association Between County-Level
Implicit Racial Bias and Obama’s 2008 Presidential Vote Share

Method Estimate SE 95% CI

Disaggregation �.006 .001 [�.008, �.004]
MrP �.047 .001 [�.051, �.042]
MrsP �.048 .001 [�.053, �.044]
Raking 1 �.003 .001 [�.005, �.001]
Raking 2 �.003 .001 [�.005, �.001]

Note. MrP � multilevel regression and poststratification; MrsP � mul-
tilevel regression and synthetic poststratification.

Table 5
Estimated Conditional Association Between County-Level
Explicit Racial Bias and Obama’s 2008 Presidential Vote Share

Method Estimate SE 95% CI

Disaggregation .004 .001 [�.006, �.003]
MrP .043 .001 [�.047, �.04]
MrsP .040 .001 [�.044, �.036]
Raking 1 .003 .001 [�.006, �.001]
Raking 2 .004 .001 [�.006, �.002]

Note. MrP � multilevel regression and poststratification; MrsP � mul-
tilevel regression and synthetic poststratification.

Table 6
Estimated Effects for Control Variables

Parameter Estimate Std. error t value Pr(�|t|)

Intercept .418 .001 547.000 0
Kerry vote share std. .120 .001 127.000 0
% Black std. �.029 .002 �17.200 0
% Urban std. .009 .001 9.690 0
% below poverty std. �.015 .001 �16.500 0
Density std. �.001 .001 �1.670 .095
% Latino std. 0 .001 �.449 .653
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matically outperforms disaggregation, regardless of sample size.
Importantly, previous research has shown that with even modestly
large random samples (e.g., N � 10,000) disaggregation performs
comparably to MrP. In contrast, our results suggest that in both
simulated and real-world data, MrP outperforms disaggregation
under conditions of response bias. Further, in Study 2, we provide
evidence that even with a very large convenience sample, Mr(s)P
is a better estimator than not only disaggregation, but also raking
and poststratification. We also show that it also offers substantially
better coverage of spatial units even with a sample size of more
three million respondents.

Finally, in Study 3, we show that the associations between an
estimated county-level construct and a secondary outcome can
vary substantially depending on the estimation procedure used.
Notably, the estimates obtained via Mr(s)P were consistent with
previous literature; however, using Mr(s)P estimates for secondary
analysis raises issues of potential contamination caused by the
contextual variables included in the MrP model. To address this
issue, we suggest that researchers who use MrP estimates in
secondary analyses conduct sensitivity analyses by controlling for
the contextual factors in the MrP model (e.g., in a regression model
that includes MrP estimates as an independent variable) and,
ideally, compare inferences across multiple estimation strategies
(e.g., against estimations obtained via poststratification).

Overall, given the relative ease of implementing MrP and the
improvements in estimation accuracy and stability that it offers, we
see little reason for this method to not be more widely applied
to subnational geographic studies of psychological phenomena.
While today’s large, online, opt-in samples have opened many new
opportunities for studying the geographic distribution of psycho-
logical constructs, it is important that limitations of these samples
are accounted for as well as is possible. In our view, MrP is a
useful tool that can help psychological researchers work toward
this goal.
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Appendix

Simple MrsP

To generate synthetic post-stratification joint distributions, Lee-
mann & Wasserfallen (2017) propose two approaches, which they
refer to as ‘simple MrsP’ and ‘MrsP with adjusted synthetic joint
distributions’. Under simple MrsP, synthetic joint distributions are
calculated merely as the product of the post-stratification vari-
ables’ marginal distributions. Thus, for a given set of post-
stratification variables, the joint distributions for each sub-national
unit k is estimated as the product of the post-stratification vari-
ables’ marginal distributions within each sub-national unit. For
example, for an arbitrary sub-national unit k, the simple synthetic
joint distribution of 3-level age and education Paek can be esti-
mated as the products of their marginal distributions, as shown in
Table A1.

It is also worth noting that simple MrsP can be used to extend
a known joint distribution to include an additional variable for
which only the marginal distribution is known. For example, the
joint distribution of age and gender could be extended to include
education via the same procedure.

After generating synthetic joint probabilities via MrsP, the es-
timation procedure is identical to estimation with MrP. That is,
sub-national means are calculated as the population-weighted
mean of the model predictions for each post-stratification cross-
classification. Accordingly, substituting MrsP estimation for MrP
estimation is relatively easy and requires little additional domain
expertise.

However, a notable short-coming of simple MrsP estimation is
that the estimated joint distribution will only be correct when the
auxiliary variables are independent. As they diverge from inde-
pendence, the synthetic joint distribution becomes a less accurate
(Leemann & Wasserfallen, 2017). Given that complete indepen-
dence is rarely observed, this means that simple synthetic joint
estimates will almost always be wrong. However, Leemann &
Wasserfallen (2017) find that errors in the synthetic joint distribu-
tion do not necessarily induce errors in post-stratified, sub-national
estimates.

Specifically, sub-national estimates remain constant, regardless
of the synthetic joint distribution, as long as the auxiliary variables
are modeled with constant marginal effects. Under these condi-
tions, MrP and simple MrsP yield identical sub-national estimates,
even if the synthetic joint distribution estimated in MrsP differs
substantially from the true joint distribution used in MrP. How-
ever, a biased synthetic joint distribution will yield divergent MrsP
estimates when the condition of constant marginal effects is vio-
lated.

Thus, for instance, Leemann & Wasserfallen (2017) note that
MrsP estimates derived from a probit or logistic response model—

which both have non-constant marginal effects—will diverge from
MrP estimates. However, even with complete dependence among
auxiliary variables, the magnitude of this divergence is generally
negligible. Importantly, divergences can also occur with linear
regression response models, but only when the marginal effects of
the auxiliary variables are non-constant, which occurs when inter-
action effects are estimated. In this case, the degree of divergence
between MrsP and MrP will vary as a function of the magnitude of
the interactions.

Adjusted MrsP

However, this does not mean that researchers should avoid
estimating interactions among auxiliary variables, as ignoring a
meaningful interaction will also inhibit estimation accuracy. In-
stead, when auxiliary variables are correlated and their marginal
effects are non-constant, researchers can either accept that some
degree of bias will affect simple MrsP’s sub-national estimates, or
they can rely on the second approach to estimating synthetic joint
distributions, which employs an adjustment procedure to refine the
synthetic joint distribution.

The goal of this adjustment procedure is to encode any available
knowledge about the true joint distribution in the synthetic joint
distribution. For example, while the joint distribution of a set of
auxiliary variables may not be known at the county-level—thus
making MrsP necessary for county-level estimation—in many
cases it can be estimated at the national or even state level. Such
higher-level estimates of the joint distribution can then be used as
a baseline or template for estimating the synthetic joint distribution
for each sub-national unit.

To generate an adjusted synthetic joint distribution for a given
level of sub-national analysis, the following data is requisite:

(Appendix continues)

Table A1
Example of Simple MrsP Synthetic Joint Distribution for Age
and Education

age � 1 age � 2 age � 3

edu � 1 0.01 0.05 0.04 0.1
edu � 2 0.08 0.4 0.32 0.8
edu � 3 0.01 0.05 0.04 0.1

0.1 0.5 0.4

Note. MrP � multilevel regression and synthetic poststratification. The
marginal probabilities for each level of age and education are shown in the
row and column margins, respectively. The simple synthetic joint distri-
bution is shown in the interior cells.
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1. First, the upper-level, auxiliary variable cross-
classification population counts Nu,j must be gathered or
estimated, where j indexes the cross-classifications of
the auxiliary variables and u indexes the upper-level
units in u � 1, . . . , U. In some cases, this joint
distribution may be available via census data; however,
surveys can also be used to estimate it. For example, a
nationally representative survey could be used to esti-
mate the joint distribution for a set of auxiliary vari-
ables, such as gender, age, and education. However,
the quality of adjusted MrsP estimates will depend on
the accuracy of the auxiliary correlations encoded in this
data. Accordingly, researchers must be careful in decid-
ing whether a given survey is sufficiently reliable, as
using unreliable data to adjust MrsP can produce esti-
mates that are inferior to simple MrsP.

2. Next, at the targeted lower level of analysis, if the
cross-classification population proportion of any subset
of the auxiliary variables is available, this should be
obtained. We represent this subset of the joint distribu-
tion as Pu�l�,k, where u[l] indexes the lower-level units
l � 1, . . . , L in upper-level unit u and k indexes the
cross-classifications of the auxiliary variable subset. For
example, the county-level joint distribution of age �
gender � education could be the desired joint distribu-
tion; but perhaps only the county-level joint distribution
of age � gender is available. In this case, the county-
level joint distribution of age � gender Pu�l�,k—which
represents the proportion population proportion of peo-
ple who fall into age � gender cross-classification k for
county l, which is nested in upper-level unit u—should
be obtained. If no joint distribution data is available for
the targeted level of analysis, Pu�l�,k will be a marginal
distribution for one of the variables in the desired joint
distribution. For example, if the county-level joint dis-
tribution of age � gender is not available, Pu�l�,k can be
the marginal distribution of age or gender in unit u[l].

3. Finally, at the targeted sub-national level of analysis, the
marginal population proportions Pu�l�,m for each variable
m not represented in Pu�l�,k must be obtained. Thus, if
age � gender � education is the desired joint distribu-
tion, but only the joint distribution of age � gender is
available, the marginal population proportions of edu-
cation must be obtained in order to construct the syn-
thetic joint distribution.

Given these data, several things can be treated as known. First,
the overall or general relationship among the auxiliary variables is
encoded in Nu,j. Second, if Pu�l�,k is available, the sub-national joint
distribution for some subset of the auxiliary variables is known.
Finally, for those variables not included in subset in Pu�l�,k, the

distributions Pu�l�,m tell us their marginal population proportions at
the targeted sub-national level. The purpose of adjusted MrsP is
then to generate a sub-national synthetic joint distribution Pu�l�,j

MrsPA

that accounts for the correlational information encoded in Nu,j.
To accomplish this, Pu�l�,m is first used to adjust the marginal

distribution of m, the variable being added to the joint distribution,
in Nu,j for each unit u[l] so that it matches Pu�l�,m. In our ongoing
example, this means that the marginal distribution of education in
Nu,j is adjusted to match the known marginal distribution of
education in unit u�l�, Pu�l�,m. This adjustment is accomplished by
transforming Pu,j with a correction factor:

cfu[l]m[i] �
Pu[l]m[i]

Pum[i]
(7)

where Pu�l�,m�i� is the true marginal population proportion of people
that fall into level i of variable m within sub-national unit u[l] and
Pu,m�i� is an estimate of the same marginal proportion derived from
Nu,j. For example, if m � education, Pu,m�i� is the proportion of
people with education level i observed in the national-level data;
and Pu�l�,m�i� is the proportion of people with that education level in
sub-national unit u[l]. Thus, cfu�l�,m�i� is simply the ratio of the true
proportion of people with education � i to the proportion esti-
mated from the national data.

Nu,j is then transformed as follows:

Nu[l],k,m[i]
adj � Nu,k,m[i] 
 cfu[l],m[i] (8)

where cfu�l�,m�i� is the correction factor for level i of variable m,
Nu,k,m�i� is the set of cross-classification population counts in unit
u[l] for which m � i, and Nu�l�,k,m�i�

adj is the cross-classification
population counts for unit u[l] that have been adjusted so that the
margin of m[i] is the same as the observed margin in Pu�l�,m�i�. This
means that, in our example, Nu�l�,k,m�i�

adj is the adjusted population
count for the cross-classification of age � gender � education in
unit u[l]; the adjustment ensures that the marginal distribution of
education matches the known marginal distribution of education in
county u[l].

Finally, the adjusted synthetic joint distribution is generated by
using Nu�l�,k,m�i�

adj to extend Pu�l�,k, the known cross-classification
population proportions:

Pu[l],j
MrsPA � Pu[l],k 


Nu[l],k,m[i]
adj

�i�1
I Nu[l],k,m[i]

adj
(9)

where the second right-hand term is the relative weight of m’s
levels for each cross-classification of the k, the subset of auxiliary
variables for which the joint distribution is known. Specifically,
the numerator is simply the adjusted population count of people
who fall into cross-classification j (i.e. cross-classification
k, m � i) in sub-national unit u[l]; and the denominator is the
adjusted population count of people who fall into cross-
classification j, summed across each level of m. This yields Pu�l�,j

MrsPA,
the estimated proportion of people in sub-national unit u[l] who
fall into cross-classification j.

(Appendix continues)
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For example, the numerator of the second term in EQ 9
represents the adjusted population count for the cross-
classification gender � age � education. The denominator, on
the other hand, represents the adjusted population count of the
cross-classification of gender � age summed across each level
of education. Pu�l�,k represents the proportion of people in unit
u[l] who fall into cross-classification k of age � gender. Fi-
nally, Pu�l�,j

MrsPA represents the estimated proportion of people in
unit u[l] who fall into cross-classification j of age � gender �
education. Accordingly, in contrast to simple MrsP estimates,
adjusted MrsP estimates are enhanced by information about the
correlational relationship between the auxiliary variables. To
generate estimates for an outcome Y in unit u�l�, Pu�l�,j

MrsPA can be
substituted for Pu�s�c��, j in EQ 3.

This procedure can be repeated multiple times to further extend
Pu�l�,j

MrsPA. For example, it could be applied to the adjusted synthetic
joint distribution of age � gender � education and the marginal
distribution of another variable in order to produce a 4-dimensional
joint distribution. However, it some instances there may be no avail-
able data on the marginal distribution for a desired variable. In such
cases, it is still possible to estimate a synthetic joint distribution.

However, rather than relying on marginal distributions to implement
adjustments, the marginal distribution for the target variable can be
estimated via the full adjusted MrsP procedure. That is, a multi-
nomial response model estimating the proportions of the target
model can be used to make predictions for each level of the
variable and then these predictions can be post-stratified, yielding
an estimated marginal distribution for the target variable (Claassen
& Traunmüller, 2018; Kastellec et al., 2015). Then, adjusted MrsP
can proceed as above. However, while this approach is feasible, its
benefit should be weighted against its cost: if a reasonable re-
sponse model cannot be estimated, then the predicted marginal
distribution will be inaccurate and this will negatively effect the
accuracy of the final estimation procedure. Accordingly, research-
ers should carefully evaluate the importance of including a partic-
ular variable, keeping in mind that estimation of that variable’s
marginal distribution may be biased.
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